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Analysis of Data Dissemination and Control
in Social Internet of Vehicles
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Abstract—To achieve end-to-end delivery in intermittently
connected mobile Internet of Vehicles (IoV) networks, epidemic
routing is proposed for data dissemination at the price of
excessive buffer occupancy due to its store-and-forward nature.
Typically, epidemic routing should be controlled to reduce system
resource usage (e.g., buffer occupancy) while simultaneously
providing data delivery with differentiated level of statistical
guarantee. With the aid of social connectivity among vehicles, the
control of data dissemination could be benefited from the prop-
erty of instant end-to-end communication in Social IoV (SIoV).
In particular, social links are leveraged to deliver control message
for balancing the tradeoffs between buffer occupancy and data
delivery reliability for supporting data dissemination in SIoV. In
this paper, we proposed two representative schemes: the global
timeout scheme and the antipacket dissemination scheme, respec-
tively, for lossy and lossless data delivery, where control messages
are delivered in social-based end-to-end and local-based ad-hoc
fashions. For lossy data delivery, our investigation shows that with
the suggested global timeout value, the per-node buffer occupancy
only depends on the maximum tolerable packet loss rate and pair-
wise meeting rate, providing principles toward mission-critical
protocols. For lossless data delivery, our analytical results show
that the buffer occupancy can be significantly reduced via fully
antipacket dissemination, providing efficient end-to-end commu-
nication. The developed tools therefore offer new insights for
epidemic routing protocol designs and performance evaluations
for SIoV.

Index Terms—Buffer occupancy, delivery reliability, epidemic
routing, Social Internet of Vehicles (SIoV).

I. INTRODUCTION

ACTING as a key enabler for the intelligent trans-
portation, in recent years Internet of Vehicles (IoV)

receives lots of attention due to the functionalities of ubiq-
uitous information exchange and content sharing among
vehicles [1]. Typically, smart vehicles are equipped with
advanced technologies so that vehicle-to-vehicle communi-
cations with nearby vehicles are established and vehicular
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Fig. 1. SIoV network architecture.

ad-hoc networks (VANETs) are formed. By further leveraging
the vehicle-to-infrastructure communications with road side
unit (RSU), smart vehicles could establish social relation-
ships with other objects (both vehicles and RSUs) and form
an overlay social network [2], [3]. As shown in Fig. 1,
with heterogeneous links (i.e., both ad hoc connectivity and
social relationship), data search and dissemination could be
facilitated to achieve the requirements of various vehicular
applications [4]–[6].

Epidemic routing is known to be a promising candidate
toward end-to-end data delivery in an intermittently con-
nected VANET [7], [8]. Since an end-to-end path between
the source and the destination vehicles might not exist at any
time instance in such networks, the data are delivered in a
store-and-forward fashion, that is, all vehicles encountering the
source vehicle participate in relaying the data to other vehicles
until the data are received by the destination vehicle. Although
such a data delivery scheme reduces the end-to-end latency
and spares the need for routing table updates, it inevitably
induces tremendous buffer occupancy for each relaying vehi-
cle. Therefore, striking the balance between buffer occupancy
and delivery reliability is of utmost importance in epidemic
routing protocol design in VANET [9]. In the Social IoV
(SIoV) setting, we consider the practical scenario, where the
social links between vehicles serve a function in control chan-
nels (i.e., exchanging low-overhead control signals) and the
data transportation is fulfilled by local store-and-forward con-
tacts. With the aid of social-based and local-based links in
SIoV, in this paper we investigate two SIoV-enabled data
dissemination control paradigms in epidemic routing and pro-
vide a tractable performance analysis of buffer occupancy and
delivery reliability tradeoffs.
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As the data delivery dynamics of store-and-forward routing
schemes much resemble the spreads of epidemics [10], [11],
throughout this paper we use the terminology from epidemi-
ology [12], [13] to model epidemic routing. Analogously, a
vehicle/node is in the infected state if it receives the data and
has the ability to deliver the data to surrounding nodes. A vehi-
cle/node is in the recovered state if it is immune to the data
(i.e., it refuses to receive the data). A vehicle/node is in the
susceptible state if it is neither in the infected state nor in the
recovered state (i.e., it will participate in data delivery after
receiving the packet). This epidemic model is known as the
susceptible-infected-recovered (SIR) model [12], [13]. Due to
the spreading nature, before the data reaches the destination
node the average number of infected nodes (i.e., the nodes who
have received the data) increases monotonically with time.
After the destination successfully receives the data, the relay-
ing packets buffered at intermediate nodes become redundant
and are expected to be removed. The deletion of packet for a
node can be viewed as undergoing the transition from infected
state to recovered state, and thus the immunity mechanisms
in epidemiology can be applied to resolve excessive buffer
occupancy problem in IoV networks [14]–[16].

Typically, the node who receives notification will delete the
redundant packet, and the notification can be achieved with
the aid of heterogeneous communications in SIoV. Upon the
reception of packet expiration via global social connectivity,
the nodes carrying the data delete the data from their buffers
and therefore the nodes transit from infected state to recovered
state, which is analogous to self healing immunity mecha-
nism in epidemiology and is referred to as the global timeout
scheme in epidemic routing. Furthermore, if the infected nodes
delete the data from their buffers and the susceptible nodes
declare the data to be obsolete when they update the packet
delivery notifications (e.g., ACK sent out by the destination
node) with the encountered nearby nodes, such behavior is like
vaccinating the susceptible and infected nodes with antidotes
against the epidemic, which is referred to as the antipacket
dissemination scheme.

In view of the end-to-end data delivery at the transport layer,
global timeout scheme is applicable to lossy transmissions,
where the probability of successful delivery has to be guar-
anteed, i.e., the packet loss rate is within a tolerable range.
On the other hand, antipacket dissemination scheme is suit-
able for lossless transmissions, where all packets need to keep
forwarding the data until the reception by the destination node
is confirmed. These two schemes also support various appli-
cations for SIoV networks by casting the maximum tolerable
packet loss rate as a metric for SIoV networks.

Throughout this paper, we investigate the engineering inter-
pretations and the effects of these two immunity schemes,
i.e., the buffer occupancy and delivery reliability tradeoffs for
epidemic routing. For SIoV networks, effective buffer occu-
pancy control optimizes simultaneous end-to-end data delivery
of critical missions due to fixed storage capacity, and differen-
tiated delivery reliability consideration in terms of maximum
tolerable packet loss rate enables efficient resource alloca-
tion. To provide a comprehensive analysis of the tradeoffs
between buffer occupancy and delivery reliability, we establish

analytical models of the data delivery and buffer occupancy
dynamics for both global timeout and antipacket dissemina-
tion schemes and specify the utility for epidemic routing. Fog
global timeout scheme, we provide a closed-form expression
for determining the optimal global timeout value such that the
packet loss rate is statistically guaranteed to be less than a
specified maximum tolerable packet loss rate. Specifically, we
prove that with the suggested global timeout value the per-
node buffer occupancy depends only on the pair-wise meeting
rate and the maximum tolerable packet loss rate and is inde-
pendent of the number of nodes in the system, indicating the
promise of a scalable epidemic routing scheme that strikes the
balance between data delivery reliability and buffer occupancy
while supporting applications in SIoV networks.

Regarding antipacket dissemination scheme, we
demonstrate the importance of cooperative antipacket
dissemination that leads to significant reduction in buffer
occupancy. The simulation results show that our models can
accurately characterize the data delivery and buffer occu-
pancy dynamics in intermittently connected networks and
provide adequate global timeout values to minimize buffer
occupancy while constraining packet loss rate. Therefore,
our models can successfully predict the spatial-temporal
data delivery dynamics from a macroscopic view of the
entire system and serve as a quick reference for epidemic
routing analysis in intermittently connected mobile IoV
networks.

The rest of this paper is organized as follows. Section II
summarizes the related work for epidemic routing. Section III
describes our system model and Section IV formulates the
state equations of epidemic routing via the SIR model.
In Section V, we specify the SIR models of the global
timeout scheme and the antipacket dissemination scheme
and investigates the buffer occupancy and delivery reliabil-
ity tradeoffs. The performance evaluation of the tradeoffs
between data delivery reliability and buffer occupancy are
shown in Section VI. Finally, Section VII concludes this
paper.

II. RELATED WORK

Epidemic routing is typically applied in intermittently con-
nected mobile network (such as opportunistic network or
delay-tolerant network), where no permanent end-to-end paths
exist between two nodes. The store-and-forward property in
epidemic routing achieves successful end-to-end transmission,
however, it also incurs extra buffer occupancy to store the
replicated packets for forwarding. As a result, how the epi-
demic routing facilitates the end-to-end transmission becomes
the primary topic, and researchers have investigated its
performance from the perspectives of delivery delay [17], [18]
or flooding time [19], [20]. Other performance metrics are
also receiving attentions, such as packet loss rate [19], [21],
transmission cost [22], [23], infection ratio [24], number of
copies [25], and energy consumption [26]. Typically, ordi-
nary differential equations (ODEs) are exploited to analyze the
performance of epidemic routing since ODEs can efficiently
capture data dissemination dynamics [27], [28].
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Epidemic routing is also known as a promising solution
for end-to-end delivery in VANET and IoV [8], however,
researchers are also curious if the traditional routing is suitable
for those networks from the perspecitves of buffer occupancy
and delivery reliability [9]. The involvement of social con-
nectivity in IoV opens a new door for data dissemination
and control among vehicles [3], [4]. In particular, researchers
could leverage social connectivity to achieve reliable con-
tent dissemination [5], smart mobility [29], or lightweight key
exchange [30] in SIoV.

Recently, the problem of extra buffer occupancy for epi-
demic routing has drawn a lot of attentions. Zhang et al. [31]
proposed two approaches, two-hop routing, and probabilistic
forwarding, to reduce buffer occupancy. In two-hop routing,
nodes only forward the message to the destination and the
source forwards it to all its neighbors, whereas in proba-
bilistic forwarding, nodes forward the packet to each encoun-
tered node with a certain probability. Haas and Small [14]
first proposed immunity schemes for the deletion of unnec-
essary data packets in epidemic routing. The performance
improvement of immunity schemes, such as global timeout
scheme is evaluated from the aspects of successful trans-
mission probability [19], [24] and packet loss rate [26].
De Abreu and Salles [32] further analyzed the lower-bounded
value of global timer by estimating the time difference of meet-
ings among nodes, which might not be practical since meeting
time is hard to retrieve.

Regarding another famous immunity scheme, antipacket dis-
semination scheme, the effect of (anti)packet on the resource
utilization is a critical issue that shall be resolved [21].
Eshghi et al. [23] introduced a control vector on each
node to minimize resource consumption. In our previous
work [28], [33], we combined the global timeout and
antipacket dissemination schemes to minimize the buffer
occupancy by allowing relay nodes to delete the data in a
probabilistic fashion upon the expiration of the global timer.
To further reduce the unnecessary packets, immunity schemes
shall be carefully controlled [21], [23], [28], [33]. For exam-
ple, the packet loss rate under a specific value of energy [26],
the number of copies [25], the number of infected nodes under
a specific period [24] or forwarding policy [34] are applied to
control the immunity scheme.

Altman et al. [35] determined the optimal probabilistic for-
warding policy in order to control the data dissemination. In
the later work, they investigate the optimal control policy of
two-hop routing with the aid of linear control techniques [36]
and separation principle [37]. Matsuda and Takine [38] stud-
ied the performance of the generalized probabilistic for-
warding scheme, where each node can relay or discard a
packet with certain probability. Lin et al. [39] used network
coding to reduce the buffer occupancy in epidemic rout-
ing. Consequently, the essence of epidemic routing protocol
design is to reduce the buffer occupancy while providing data
delivery reliability. However, little has been developed for
the optimal control of buffer occupancy in both immunity
schemes. Thus, it still remains open on the tradeoff analysis
between buffer occupancy and delivery reliability for epidemic
routing.

III. SYSTEM MODEL

A. Network Model

We assume that there are N mobile relaying nodes (includ-
ing one source node) and one mobile destination node in the
IoV network. A node can only transmit packet to another one
if both nodes are within transmission range r of one another.
For the purpose of analysis, only one packet is to be delivered
from the source to the destination and perfect packet recep-
tion between two encountered nodes is assumed. The packet
delivery delay, denoted by TD, is defined as the duration for
transmission from the source to the destination.

A store-and-forward fashion is applied in the packet deliv-
ery process, that is, when a node receives a packet, it will store
the packet at the buffer and forward the packet whenever it
meets other nodes (i.e., consistently forward the packet to all
other nodes within its transmission range r). We assume that
the intermeeting time of the intermittently connected nodes is
exponentially distributed with mean being the reciprocal of the
pairwise meeting rate λ [14], [31], [40]. For analysis purpose
we also assume the buffer of every node has infinite size and
only one packet is stored at the buffer when a node received
duplicated copies.

B. Mobility Model

The movement pattern of mobile nodes (i.e., how their
velocity and location change over time) is modeled by random
waypoint (RWP) and random direction (RD) mobility models
described as follows.

1) RWP Model: Each node randomly and uniformly
chooses a point in the specified wrap-around square
area as the destination and moves at a constant speed
v (uniformly drawn from [vmin, vmax]) toward the point
following the shortest distance path. The movement pro-
cess is repeated once it arrives at the destination point.
The pairwise meeting rate λRWP of RWP model is [41]

λRWP = 2ωrE
[
V∗]

L2
(1)

where ω is the waypoint constant, r is the transmission
radius, E[V∗] is the expected value of relative velocity
between two nodes, and L is the side length of the area.

2) RD Model: Each node travels in a selected direction
θ (uniformly chosen from [0, 2π ]) for a duration τ at
speed v (uniformly chosen from [vmin, vmax]) in the spec-
ified wrap-around square area. The movement process
is repeated for each duration. The pairwise meeting rate
λRD of RD model is [41]

λRD = 2rE
[
V∗]

L2
. (2)

C. Immunity Schemes

Two immunity schemes for epidemic routing, global time-
out, and antipacket dissemination schemes, are illustrated as
follows.

1) Global Timeout Scheme: Fig. 2 describes the process
of packet delivery for global timeout scheme at differ-
ent time instances. A node (the source node) is infected
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Fig. 2. Global timeout scheme. Indices indicate different time instances.

at the initial stage (i.e., at time instance T1). At time
instance T2, the packet is delivered from the source
node to its encountered node (node 3). The encoun-
tered node(s) in the susceptible state store the packet
in their buffer and their state changes from susceptible
to infected. Then, at time instance T3, the infected nodes
continue to carry and deliver the packet to encountered
nodes. The process continues until the notification of
packet expiration via global social connectivity. After
the packet expiration (i.e., at time instance Tg), all relay-
ing nodes (i.e., nodes which carry the data) delete the
data and transit to recovered state.

2) Antipacket Dissemination Scheme: As shown in Fig. 3,
before the destination node successfully receives the
packet (i.e., at time instance TD) the data delivery
dynamics of antipacket dissemination scheme are sim-
ilar to global timeout scheme. After time instance TD

(i.e., time instances T4 and T5), the destination node
and the recovered nodes start to deliver the antipacket
to encountered nodes. The nodes in the susceptible or
infected states transit to recovered state after receiv-
ing the antipacket. Upon the reception of antipacket the
node in the infected state deletes the packet from its
buffer, while the node in the susceptible state declares
the packet to be obsolete. However, the infected nodes
which have not yet received the antipacket still sus-
tain to deliver packet to encountered nodes. Finally, at
the final stage (i.e., time instance Tf ), the system fin-
ishes all transmissions, and there is no infected node
in the system. To investigate the effect of cooperative
antipacket dissemination on the system performance,
we introduce an antipacket forwarding probability κ

that governs the willingness to distribute antipacket for
each relaying node. As two extreme cases, κ = 1 is
the fully antipacket dissemination scenario such that all
nodes receiving the antipacket participate in antipacket
dissemination. On the other hand, κ = 0 is the null

Fig. 3. Antipacket dissemination scheme.

antipacket dissemination scenario such that no node but
the destination node is responsible for disseminating the
antipacket.

D. Performance Metrics

The following are the two metrics considered in the
performance evaluation.

1) Buffer Occupancy B: It is adopted to evaluate the amount
of buffer occupied by the packet in the whole IoV
network over its end-to-end transmission. In epidemic
routing, since nodes will delete duplicated copies, at
any time instance the buffer occupancy for a reference
packet is the accumulated number of infected nodes in
the system.

2) Delivery Reliability: We adopt the average packet
loss rate of several end-to-end data deliveries as the
performance metric and compare it with a specified
maximum tolerable packet loss rate (denoted by ε).

IV. FORMULATION

A. SIR Model

Using SIR model, at any time instance each node is either
in the susceptible (S), infected (I), or recovered (R) state. A
node which carries the data to be delivered is an infected
node, and a node which carries the successful delivery noti-
fication (e.g., ACK from the destination node) is a recovered
(immune) node. An infected node transits to recovered state
upon the global timer expiration or antipacket reception. A
susceptible node can either transit to the infected state or
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recovered state depending on whichever data or successful
delivery notification come first. Let S(t), I(t), and R(t) denote
the normalized susceptible, infected and recovered population
at time t, respectively, i.e., S(t) + I(t) + R(t) = 1. The num-
ber of nodes in state X at time t is denoted by X̂(t) = NX(t),
where X = {S, I, R}.

B. Fluid Analysis of SIR Model

By substituting the relation S(t) = 1−I(t)−R(t) and assum-
ing the state equations X(t) to be continuous and nonnegative
valued, we have, for a small interval 	t

I(t + 	t) = I(t) + ϒS→I(t)	t − ϒI→R(t)	t (3)

where ϒX→Y(t) is the expected population transition rate from
state X to state Y at time t.

We obtain the first-order ODE of the infected state equation
as

İ(t) = lim
	t→0

I(t + 	t) − I(t)

	t
= ϒS→I(t) − ϒI→R(t)

� GI(I(t), R(t)). (4)

Similarly, the ODE of recovered state equation is

Ṙ(t) = ϒI→R(t) + ϒS→R(t) � GR(I(t), R(t)). (5)

The ODE equations of SIR model evolve with GI and GR

and these two functions are determined by the routing protocol
of our interest, which will be specified in Section V.

C. Data Delivery Probability Function and Buffer
Occupancy

With the exponential pairwise meeting rate λ, the probabil-
ity that the destination node receives the data at time t can
be evaluated by the probability function P(t), and the state
equation of P(t) can be derived as

Ṗ(t) = lim
	t→0

P(t + 	t) − P(t)

	t

= lim
	t→0

P(TD > t) − P(TD > t + 	t)

	t

= lim
	t→0

P(TD ∈ (t, t + 	t])

	t

= lim
	t→0

P(TD ∈ (t, t + 	t]|TD > t)P(TD > t)

	t

= lim
	t→0

I(t)λ	t[1 − P(t)]

	t
= λI(t)[1 − P(t)]. (6)

Equation (6) specifies the rate of increment in P(t) at time t,
which is associated with the pairwise meeting λ and infected
population I(t).

Solving (6) with the initial condition P(0) = 0, we obtain
the analytical expression of P(t) as

P(t) = 1 − exp

(
−λ

∫ t

0
I(τ )dτ

)
. (7)

To guarantee the delivery reliability for lossy data delivery,
it is required that upon the expiration of the global timer Tg the

statistical packet loss rate cannot exceed a specified maximum
tolerable packet loss rate ε, i.e., P(Tg) ≥ 1 − ε. With (7) and
the statistical data delivery constraint, we have

∫ Tg

0
I(τ )dτ ≥ 1

λ
ln

1

ε
. (8)

For buffer occupancy, by Little’s formula, the average
(system-wise) buffer occupancy for both lossless and lossy
data delivery can be evaluated as [31]

B = N
∫ Tf

0
I(t)dt (9)

which relates to the accumulated infection population from
initial time 0 to the system completion time Tf . More precisely,
at time Tf , the infected population becomes zero either due to
global timer expiration or antipacket dissemination such that
the data session is complete.

From (7) and (9), it is observed that both the delivery
reliability and average buffer occupancy are proportional to
the accumulated infected population. Therefore, it is of great
importance to investigate the tradeoffs between these two
metrics for better design of epidemic routing.

V. BUFFER OCCUPANCY AND DELIVERY

RELIABILITY TRADEOFFS

This section specifies the SIR model of the global time-
out and antipacket dissemination schemes and investigate
the tradeoffs between buffer occupancy and delivery relia-
bility. In particular, we provide an analytical expression of
the optimal global timeout value that minimizes buffer occu-
pancy while simultaneously satisfying the statistical delivery
reliability constraint.

A. Global Timeout Scheme

In global timeout scheme, the corresponding SIR model can
be characterized as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

İ(t) = λI(t)S(t), t ≤ Tg

R(t) = 0, t ≤ Tg

I(t) = 0, t > Tg

R(t) = I(Tg), t > Tg

S(t) + I(t) + R(t) = 1,

(10)

where Tg is the global timeout value. The ODE for I(t) is
GI(t) = λI(t)S(t) for t ≤ Tg, since the data delivery process
depends on the coupling of pairwise meeting rate λ and how
many nodes are infected or can be infected (i.e., susceptible),
respectively. Upon the global timer expiration at time Tg, all
infected nodes discard the data and transit to the recovered
state.

Let I0 be the initially infected population, by (10)

I(t) =
{ I0

I0+(1−I0) exp{−λt} , t ≤ Tg

0, t > Tg.
(11)

From (8), given the maximum tolerable packet loss rate ε,
the optimal global timeout value T∗

g can be obtained by solving
∫ T∗

g

0

I0

I0 + (1 − I0) exp{−λτ }dτ = 1

λ
ln

1

ε
. (12)
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Since
∫ T

0 [1/(1 + b exp{−aτ })]dτ = (1/a) ln [(exp{aT} +
b)/(1 + b)], ∀ a, b > 0, we obtain the optimal global timeout
value

T∗
g = 1

λ
ln

[(
1 + 1 − I0

I0

)
ε−1 − 1 − I0

I0

]
. (13)

Note that T∗
g → 0 as λ → ∞, suggesting that data deliv-

ery benefits from frequent encounters. Moreover, from (13),
if I0 = O(1/N), then T∗

g = O(ln(N)). This suggests that T∗
g

scales logarithmically with N when ε and λ are fixed. Since
Tf ≥ Tg, from (9) and (10), the traffic and reliability tradeoffs
can be represented by the Pareto contour

B∗ = N

λ
ln

1

ε
. (14)

The Pareto contour suggests that, with proper selection of
the global timeout value T∗

g in (13), the optimal (minimum)
average (system-wise) buffer occupancy B∗ depends on the
population size N, the pairwise meeting rate λ, and the maxi-
mum tolerable packet loss rate ε. It is easy to see that frequent
encounters (large λ) or loose statistical delivery constraint
(large ε) can lead to small buffer occupancy, and vice versa.
Moreover, from (14) the per-node optimal buffer occupancy
is (1/λ) ln (1/ε), which does not depend on the number of
nodes in mobile IoV network. This suggests that with proper
selection of the global timeout value T∗

g in (13), the global
timeout scheme can be scalable for epidemic routing.

B. Antipacket Dissemination Scheme

The SIR model for the antipacket dissemination scheme can
be characterized as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

İ(t) = λI(t)S(t), t < TD

İ(t) = λI(t)S(t) − λκR(t)I(t) − λ
N I(t), t ≥ TD

R(t) = 0, t < TD

Ṙ(t) = [
λκR(t) + λ

N

]
[I(t) + S(t)], t ≥ TD

S(t) + I(t) + R(t) = 1,

(15)

where TD is the time instance that the destination received
the data. The (λ/N) term represents the meeting rate of a
node encountering the destination node. The ODE equation
for R(t) is GR(t) = [λκR(t) + (λ/N)][I(t) + S(t)] for t ≥ TD

since nodes in the infected and susceptible states will transit
to the recovered state with probability κ once they encoun-
tered a recovered node or the destination node. Similarly, the
ODE equation for I(t) depends on the coupling of I(t)S(t) and
R(t)I(t) due to the antipacket dissemination scheme.

Following (15), we obtain:
{

I(t) = I0
I0+(1−I0) exp{−λt} , t < TD

I(t) = 1 − R(t) − S(t), t ≥ TD.
(16)

Due to the fact that R(TD) = 1/N (i.e., one node encoun-
tered the destination at time TD), neglecting the term we have
for κ > 0

R(t) = 1

1 + (N − 1) exp{−λκ(t − TD)} , t ≥ TD. (17)

If κ = 0, we have

R(t) = 1 − N − 1

N
exp

{
− λ

N
(t − TD)

}
, t ≥ TD. (18)

Moreover, by neglecting the (λ/N) term in (15), we have

Ṡ(t) = −λS(t)[I(t) + κR(t)], t ≥ TD. (19)

For two extreme cases (κ = 1 or κ = 0), we have

S(t) = 1 − I0

I0 + (1 − I0) exp{λt} . (20)

Let
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g(TD) = N
∫ TD

0 I(t)dt
= N

∫ TD
0

I0
I0+(1−I0) exp{−λt}dt

= N ln(I0 exp{λTD} + 1 − I0)

h(TD) = N
∫ Tf

TD
S(t)dt

= N 1−I0
I0

ln I0 exp{−λTD}+1−I0
I0 exp{−λTf }+1−I0

f0(TD) = N
∫ Tf

TD
N−1

N exp
{− λ

N (t − TD)
}
dt

= N(N − 1)
[
1 − exp

{− λ
N

(
Tf − TD

)}]

fκ(TD) = N
∫ Tf

TD
R(t)dt

= N
κ

ln
exp{λκ(Tf −TD)}+N−1

N .

Since Tf ≥ TD, the buffer occupancy becomes

B = N

(∫ TD

0
I(t)dt +

∫ Tf

TD

[1 − R(t) − S(t)]dt

)

=
{

g(TD) − h(TD) + f0(TD), κ = 0
g(TD) − h(TD) + N

(
Tf − TD

) − fκ(TD), κ ∈ (0, 1]
(21)

where Tf = {min t > 0 : I(t) = 0}.
In general, the buffer occupancy caused by the antipack-

ets is not a major concern since the size of antipacket
is negligible compared with that of data packet. However,
if the buffer occupancy of the antipackets may affect
the system performance, we can apply the global time-
out scheme to eliminate the obsolete antipackets as
proposed in [31].

VI. NUMERICAL RESULTS

This section conducts extensive simulation experiments to
validate the analytical model and the utility of the global time-
out and antipacket dissemination schemes. We use the setting
that there are N moving nodes in a wrap-around square area
with side length L and we randomly select a source-destination
pair for end-to-end transmission with I0 = 1/N. We adopt
RWP and RD mobility models in the simulation. In both
mobility models, the nodal moving speed is independently and
uniformly drawn from vmin = 4 km/h to vmax = 10 km/h. The
transmission range of each node is set to be r = 0.1 km.
Following the parameter setup in [41], the expected rela-
tive velocity E[V∗] is 8.7 km/h for RWP and 9.2 km/h for
RD, respectively. For RWP, the RWP constant ω is 1.3683.
From (1) and (2), we know that λ and L have one-to-one map-
ping when the values r, E[V∗], N and ω are fixed. Following
the suggestions in [41], we investigate the cases when the
pairwise meeting rates are 0.14817 and 0.37043, where the
corresponding side lengths are 2.5352 and 4 km, respectively.
The system completion time is set to be Tf = 20 000 s. Two
quality-of-service (QoS) requirements corresponding to lossy
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Fig. 4. Optimal global timeout value with respect to various N and λ.
The system parameters are set as ε = 10−3, I0 = 1/N, Tf = 20 000,
and r = 0.1 km. For different N, L ranges from 0.8 to 2.5352 km when
λ = 0.37043 and ranges from 1.2651 to 4 km when λ = 0.14817. RWP
mobility model is applied. T∗

g → 0 when λ → ∞ suggests that data delivery
benefits from frequent encounters (large λ). When I0 = O(1/N), T∗

g scales
logarithmically with N as predicted by (13).

and lossless data transmissions are considered from the aspect
of maximum packet loss rate ε as follows.

1) Lossy Data Transmission: The packet loss rate is within
a tolerable range, i.e., ε is set to be a tolerable small
value.

2) Lossless Data Transmission: No packet loss is allowed,
i.e., ε = 0.

A. Global Timeout Scheme

Obviously, the setup of the global timer affects the packet
loss rate since if the global timer expires before the time
instance that the destination receives the packet, the packet
reception cannot be successful. To control the packet loss
rate, a reasonable global timer [such as (13)] shall be deter-
mined, which is further associated with the corresponding
buffer occupancy. The relationship among global timer, packet
loss rate, buffer occupancy are investigated via simulations in
this section.

1) Relationship Between Optimal Global Timer T∗
g and

Maximum Packet Loss Rate ε:
a) Effects of N and λ on T∗

g : For global timeout scheme,
the optimal global timeout value with respect to the total pop-
ulation N obtained via (13) by a given maximum tolerable
packet loss rate ε = 10−3 is shown in Fig. 4. To make a fair
comparison among the cases of different N, we fix the pairwise
meeting rate λ by adjusting the moving speed, that is, when
the number of users is larger, everyone shall move slower. As
a result, in the case of N ranges from 10 to 100, the corre-
sponding L is ranges from 0.8 to 2.5352 km when λ = 0.37043
and ranges from 1.2651 to 4 km when λ = 0.14817. We can
observe from Fig. 4 that given the maximum tolerable packet
loss rate, the optimal global timeout value Tg decreases if
the pairwise meeting rate λ increases. It is due to the reason
that the packet is expected to be delivered with a faster speed
when λ is larger, and thus the destination will receive the
packet earlier. As expected from (13), when I0 = O(1/N), the
optimal global timeout value increases logarithmically with N.
The reason behind this phenomenon is that as N increases,

Fig. 5. Packet loss rate with respect to various N and λ under a fixed
ε = 10−3. The system parameters are the same as that in Fig. 4.

Fig. 6. Buffer occupancy with respect to various N and λ under a fixed ε.
The system parameters are same as that in Fig. 4.

to maintain the same λ, V will decrease, which implies that
users move slower. As a result, the packet propagation speed
decreases and the destination will receive the packet later.
Fig. 5 depicts the effects of N and λ on packet loss rate under
fixed ε via simulation experiments following the same parame-
ter setup in Fig. 4. In particular, the suggested optimal global
timer derived from (13) is applied in the simulation experi-
ment to investigate the resulting packet loss rate. This figure
shows that the packet loss rate is around the desired value
10−3 for different population N. For small N the simulation
results may deviate from the desired packet loss rate due to
large deviation of mean-field approximation to SIR model.
The asymptotic result in (13) shows that optimal global time-
out T∗

g → 0 as pairwise meeting rate λ → ∞, suggesting that
the global timeout value Tg can be made arbitrarily small if
the pairwise meeting rate approaches infinity.

b) Effects of N and λ on B: Adopting the optimal global
timeout value T∗

g in Fig. 4, Fig. 6 depicts the effects of N
and λ on B under a fixed ε, including both analytical and
simulation results. We can observe that the correctness of the
analytical model in (14) is verified by the simulation exper-
iments. This figure also shows that with proper selection of
the optimal global timeout value T∗

g , the optimal (minimum)
buffer occupancy B increases linearly with the population N.
It is due to the fact that when N becomes larger, the time that
the destination receives the packet becomes later, and thus the
buffer occupancy B becomes larger. The reason why smaller
λ incurs larger B is similar.
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Fig. 7. Packet loss rate and buffer occupancy with respect to Tg. The system
parameters are set as N = 100, I0 = 1/N, Tf = 20 000, r = 0.1 km,
L = 2.5352 km when λ = 0.37043 and L = 4 km when λ = 0.14817.
RWP mobility model is applied. Increasing Tg leads to the decrease in packet
loss rate decreases and the increase in buffer occupancy, as predicted by our
analysis from (9) and (12), respectively.

Fig. 8. Effects of QoS requirement on buffer occupancy B. The system
parameters are same as that in Fig. 7. B → ∞ as ε → 0 implies that the
global timeout scheme is inadequate for lossless data delivery at the cost of
excessive buffer occupancy. The trends of the change in buffer occupancy is
successfully captured by the derivation in (14).

2) Tradeoff Between Maximum Packet Loss Rate ε and
Buffer Occupancy B:

a) Effects of Tg and λ on packet loss rate and B:
Fig. 7 depicts the effects of Tg and λ on both packet loss
rate and buffer occupancy B. The packet loss rate decreases
when global timeout Tg increases since the destination node
has more chance to receive the packet. Moreover, when λ is
larger, packet loss rate is smaller since nodes have more chance
to meet each other, which facilitate the packet propagation
process. Regarding the buffer occupancy B, we found in this
figure that B becomes larger when λ becomes larger or Tg

becomes larger. The reason is that in either case, larger num-
ber of users will involve in the packet spreading process and
more infected population is expected, thereby making B larger.
Fig. 8 depicts the effects of QoS requirement (i.e., maximum
allowable packet loss rate ε) on the buffer occupancy B. We
observe that the tradeoff between ε and B in (14) is consis-
tent with the simulation results. This figure suggests that the
global timeout scheme is inadequate for lossless data delivery
at the cost of excessive buffer occupancy since B → ∞ when
maximum tolerable packet loss rate ε → 0.

Fig. 9. Packet loss rate and buffer occupancy with respect to Tg with both
RD and RWP mobility models. The system parameters are set as N = 100,
I0 = 1/N, Tf = 20 000, r = 0.1 km, L = 2.5352 km when λ = 0.37043
and L = 4 km when λ = 0.14817. The speed is generated within 4 km/h to
10 km/h and corresponding to the expected relative velocity is 8.7 km/h for
RWP and 9.2 km/h for RD. The results show that RWP has smaller packet
loss rate than RD and higher buffer occupancy than RD under the same Tg.

3) Comparisons of Different Mobility Models: In this sec-
tion, we discuss the effect of mobility models on the epidemic
routing with global timeout scheme. Since the correctness of
analytical model is validated in the previous section, we omit
analytical results for the following simulations.

a) Effects of mobility model on packet loss rate and B:
The effects of λ and Tg on ε and B with RD and RWP mobility
models are illustrated in Fig. 9. Obviously, the performance
of epidemic routing varies with different mobility models.
However, tradeoffs between packet loss rate and buffer occu-
pancy in both models follow the same trend. The RWP has
better reliability than RD under the same Tg, which is similar
to the findings in [42]. It leads an important result that the
packet loss rates of both RD and RWP are smaller than the
given QoS constraint ε under the optimal timer T∗

g derived by
our analytical model.

B. Antipacket Dissemination Scheme

In this section, we evaluate the performance of epidemic
routing with antipacket dissemination scheme from the aspect
of how the spreading of antipackets assists in the reduction
of buffer occupancy. The forwarding probability of antipacket
at each node (i.e., κ) is introduced, where κ = 0 and κ = 1,
respectively, represent the null and the fully antipacket dissem-
ination scenarios. Comparing with the fully antipacket dissem-
ination, where all nodes participate in antipacket spreading, in
null antipacket dissemination, only destination node spreads
antipacket when it meets other nodes.

1) Relationship Between Buffer Occupancy B and
Delay TD:

a) Effects of TD, λ, κ on B: For antipacket dissemi-
nation scheme, we can obtain predicted buffer occupancy B
from (21). Fig. 10 depict the effects of TD, λ, and κ on
buffer occupancy B. This figure shows that as pairwise meeting
rate λ becomes larger, buffer occupancy B becomes smaller.
When pairwise meeting rate increases, both packet spread-
ing and packet dissemination are facilitated, where the former
one incurs buffer occupancy while the latter one alleviates the
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Fig. 10. Buffer occupancy with respect to the delivery delay. The system
parameters are set as N = 100, I0 = 1/N, Tf = 20 000, r = 0.1 km, L =
2.5352 km, L = 2.5352 km when λ = 0.37043 and L = 4 km when λ =
0.14817. RWP mobility model is applied. The buffer occupancy when κ = 1
is significantly smaller than that when κ = 0. Furthermore, the simulated
buffer occupancy is shown to be consistent with the analysis in (21).

buffer occupancy. This figure therefore told us that the bene-
fits of antipacket cover the costs from packet spreading. We
also observe that B in fully antipacket dissemination scheme
(κ = 1) is smaller than that in null antipacket dissemina-
tion scheme (κ = 0). It is due to the reason that in fully
antipacket dissemination scheme, all nodes who has received
the antipacket will participate in the antipacket spreading pro-
cess, which further decreases the number of infected nodes,
thereby reducing B. Another observed phenomenon is that
when κ = 1, as delivery delay TD increases, B increases. It is
due to the fact that as TD becomes larger (i.e., it takes more
time to deliver the packet to the destination), the antipacket
dissemination process will be activated later. In this case, the
number of users receiving antipacket becomes smaller and thus
the buffer occupancy becomes larger. However, when κ = 0, B
increases slightly as TD increases. This is due to the reason that
no matter when the antipacket spreading process is activated,
only the destination participates in the antipacket spreading
process. As a result, only a few nodes are affected by the pro-
cess and the improvement of B is negligible. The simulation
results related to the buffer occupancy under κ = 0 and κ = 1
verify the correctness of analytical results from (21).

2) Antipacket Forwarding Probability: To compare the
buffer occupancy of different antipacket forwarding probabil-
ities, we define ξ = [(Bnull − Bfully)/Bnull] as the relative
improvement of buffer occupancy B in the fully antipacket
dissemination from that in the null antipacket dissemination.
Obviously, ξ depends on the values of recovered population
R(t) in fully and null antipacket dissemination schemes. As
a result, ξ can be interpreted as the improvement on buffer
occupancy due to the assistance from nodes who participate
in antipacket dissemination (except the destination).

a) Effects of TD and λ on ξ : Fig. 11 plots ξ as func-
tion of TD and λ. We observe a result that as TD decreases, ξ

increases. It is due to the reason that antipacket dissemination
scheme is activated after TD. As a result, if the destination
receives the packet earlier, the effects of antipacket dissemi-
nation become more prominent, and thus the improvement of
fully antipacket dissemination scheme becomes larger.

Fig. 11. Relative improvement of buffer occupancy with respect to the deliv-
ery delay. The system parameters are same as that in Fig. 7. Significant buffer
occupancy reduction is observed via fully antipacket dissemination scheme.
Moreover, when λ becomes smaller, the relative improvement becomes larger.
The analytical result is obtained from (21).

Fig. 12. Buffer occupancy with respect to delivery delay TD and forwarding
probability κ . The system parameters are same as that in Fig. 10. The buffer
occupancy increases as κ decreases or as TD increases.

b) Effects of κ on B: Fig. 12 illustrates the effects of
TD and κ on buffer occupancy B under fixed pair wise meet-
ing rate λ = 0.14817. As the same trend we found in the
previous figures, as κ increases, B decreases given the same
TD. It is due to the reason that as κ becomes larger, the num-
ber of nodes participating in antipacket dissemination becomes
larger, which facilitates the reduction of buffer occupancy.
We can also observe that even with the slight improvement
in κ , the improvement on buffer occupancy is significant,
which implies the effectiveness of the antipacket dissemination
scheme.

3) Comparisons of Different Mobility Models: In this sec-
tion, we discuss the effect of mobility models on the epidemic
routing with antipacket dissemination scheme. Since the cor-
rectness of analytical model is validated in the previous sec-
tion, we omit analytical results for the following simulations.

a) Effects of mobility model on B: The effects of λ and
TD on B with RD and RWP mobility models are illustrated in
Fig. 13. Different from what we observed in epidemic routing
with global timeout scheme (i.e., Fig. 9), RWP performs better
than RD in terms of buffer occupancy. It is due to the rea-
son that in antipacket dissemination scheme, both packet and
antipacket transmissions rely on the same epidemic paradigm.
In particular, if packet spreading is beneficial from a specific
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Fig. 13. Buffer occupancy with respect to delivery delay with RWP and
RD mobility models. The system parameters are same as that in Fig. 9. Since
RWP performs better than RD, given the same constraint on buffer occupancy,
the κ has to be set higher in RD than in RWP.

Fig. 14. Relative improvement of buffer occupancy with respect to delivery
delay and λ with RWP and RD mobility models. The system parameters are
set as N = 100, I0 = 1/N, Tf = 20 000, r = 0.1 km, L = 2.5352 km when
λ = 0.37043, and L = 4 km when λ = 0.14817, the speed is generated
within 4 to 10 km/h. RD is shown to have better relative improvement in
buffer occupancy reduction compared to RWP.

mobility model, the antipacket dissemination will be facili-
tated at the same time. As a result, our observation that RWP
is better than RD is consistent with the findings in [42]. This
result also suggests that if the buffer occupancy budget is the
same in both mobility schemes, the κ have to be set higher in
RD than in RWP.

b) Effects of mobility model on ξ : Fig. 14 plots the
effects of λ and TD on relative improvement of buffer occu-
pancy ξ with RD and RWP mobility models. It is observed
that RD is shown to have better relative improvement in buffer
occupancy reduction compared to RWP due to the fact that
given the same TD, the buffer occupancy of RD is greater
than that of RWP in Fig. 13.

VII. CONCLUSION

To understand the performance tradeoffs between buffer
occupancy and delivery reliability for epidemic routing sup-
porting various applications in SIoV networks, we use an SIR
model to characterize the state evolution equations of global
timeout scheme and antipacket dissemination scheme. For
lossy data delivery, we prove the scalability and ubiquity of the
global timeout scheme by providing a closed-form expression
for optimal global timeout value. With proper selection of the

global timeout value as suggested in this paper, the per-node
buffer occupancy is shown to only depend on the maximum
packet loss rate and pairwise meeting rate, irrespective of the
node population, which is crucial for SIoV protocol design.
For lossless data delivery, we show that the buffer occupancy
can be significantly reduced if every node participates relay-
ing the antipackets to other nodes. In particular, end-to-end
data transportation is guaranteed while minimizing the buffer
occupancy via antipacket dissemination, which in turn opti-
mizes simultaneous mission transmissions. Consequently, this
paper provides performance evaluations and protocol design
guidelines for epidemic routing, and offers new insights in
buffer occupancy and data delivery reliability analysis toward
SIoV networks.
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